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4.2.3 Fehlerarten bei der Prüfung statistischer Parameterhypothesen

für den allgemeinen Test . . . . . . . . . . . . . . . . . . . . . . . . . 242
4.3 χ2-Tests von Verteilungshypothesen . . . . . . . . . . . . . . . . . . . . . . . 244

4.3.1 Der χ2-Anpassungstest . . . . . . . . . . . . . . . . . . . . . . . . . . 245
4.3.2 Der Unabhängigkeitstest . . . . . . . . . . . . . . . . . . . . . . . . . 250
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