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Introduction

Humanity, which had a lifestyle focused on meeting some basic needs 
such as hunting, shelter, and reproduction thousands of years ago, has reached 
the level of designing robotic systems that include meeting similar needs 
with different methods and aiming to facilitate daily life, as of the 21st cen-
tury, and is advancing confidently on the same path. Robots, androids, and 
fictional characters made of metal and coded on harming human beings have 
made a place in our minds, especially in science fiction novels and movies. 
Many different figures, such as RoboCop, Terminator, Jarvis from Iron Man, 
Wall-E, the Matrix, or HAL 9000 from the Space Odyssey series, have cre-
ated a robot perception in the collective minds of people and inspired many 
young scientists over the years or caused mass refrainment. All these systems 
we encounter in these works of art have guided and directed today’s tech-
nologies. As a result of these technological developments, which are gener-
ally referred to as the notion of artificial intelligence, enhancements similar 
to the levels of fictional characters that we meet in books and movies have 
occurred, especially in the 21st century.

The transformational effect created by artificial intelligence-based systems, 
whose use in many areas of social life is increasing day by day, has become 
an inseparable part of people’s daily lives. In particular, algorithmic designs 
that suggest music that users might like on Spotify, virtual personal assistants 
such as Siri or Alexa, systems that can create literary works, humanoids such 
as Sophia, robot soldiers in which many countries have invested heavily, 
alias lethal autonomous weapon systems, or driverless cars such as Tesla 
Autopilot. Artificial intelligence and such examples prove how much of a 
place artificial intelligence has gained in society. Hence, social life is deeply 
affected as a natural consequence of all these developments. In the past, 
many new problems, such as computer crimes, the establishment of con-
tracts, or copyright issues that people did not confront before, have become 
a necessary solution due to this technological progress and its integration 
into social life. As a natural consequence, legal systems and regulations be-
came involved in solving the problems. The legal system also has limited 
experience with artificial intelligence technologies and is in its infancy.

At the end of every innovation that has occurred, each social change that 
has befallen, and all systemic revolutions that have transpired from history to 
the present, the rules of law have been adapted. While this adaptation was 
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sometimes fast, it was sometimes relatively slow and did not find a complete 
solution to the problems at first. The legal world has an opportunity to solve 
the possible problems brought by artificial intelligence systems now and 
even in the future. How efficiently this opportunity can be used depends on 
the quality and quantity of scientific discussions, the abundance of legal and 
philosophical dictums, and collective solution-oriented approaches.

This scientific research, particularly with a focus on criminal law and in 
the light of punitive theories, includes suggestions for the solution of legal 
problems that artificial intelligence technologies have already fomented and 
may create without fully adhering to legal perspectives that are tightly bound 
to traditional approaches. In discussing current problems and possible solu-
tions, three chapters have made step-by-step progress. Accordingly, a distinc-
tion was made as Introduction to Artificial Intelligence (A.), Legal Person-
hood of Artificial Intelligence Entities (B.), and Criminal Law Issues Related 
to Artificial Intelligence Technologies (C.).

In the context of the Introduction to Artificial Intelligence chapter, there 
are several suggestions for the descriptive examination of the concept of ar-
tificial intelligence and the explication of definitive and identification issues. 
In the continuation of this, the historical evolution of artificial intelligence 
technologies will be examined separately in the context of literary outputs 
and technological advances. The Legal Personhood of Artificial Intelligence 
Entities chapter, on the other hand, focuses on the future attributability of 
legal personhood and different legal status to entities with artificial intelli-
gence. First of all, the concept of a legal person will be examined, and exam-
ples of non-human entities with legal personhood will be discussed. Then, it 
will be focused on what kind of legal status artificial intelligence systems 
can have in the future. Finally, under the title of Criminal Law Issues Related 
to Artificial Intelligence Technologies, the concept of punishment from his-
tory to the present and its possible reflections on the present and the future 
will be discussed over the purpose and types of punishment. Afterward, cur-
rent approaches to solving the problems created by artificial intelligence 
technologies in criminal law will be the focal point of the dissertation. Sub-
sequently, there will be discussions on the punishability of ‘advanced artifi-
cial intelligence’ entities of the future.



A. Introduction to Artificial Intelligence

Artificial intelligence technologies, which we have witnessed develop rap-
idly and fully scale in recent years, increasingly show their effects in many 
areas of life. Both several companies make significant investments in these 
technological advances, and our society has great expectations about the fu-
ture of these technologies. Nevertheless, many different legal problems aris-
ing from these uses inevitably occur as the use of artificial intelligence sys-
tems increases. These problems are encountered in many other branches of 
law, such as contract law, tort law, labor law, and criminal law. Thus, these 
impacts and rapid changes need to be examined judicially to find legal solu-
tions to the problems that may occur. This development process started long 
since with science fiction books, including autonomous entities. 

Besides that, this trend continued with movies due to advances in engi-
neering, from autonomous cars, drones, defense technologies, intelligent 
home systems, and health services to company management. This enormous 
development remains in a way that strongly affects society’s habits. In this 
respect, before discussing and researching possible solutions to the problems 
that individuals of artificial intelligence technologies may arise, clarify some 
fundamental concepts of AI technologies. In addition to the conceptional 
explanations, some technical details, historical processes, and grammatical 
approaches play a significant role in this research  – however, the technical 
details are not as much as the level of an engineer’s knowledge. Therefore, 
before making in-depth legal discussions on theoretical issues, I will address 
these issues superficially.

I. Descriptive Examination of Artificial Intelligence

1. Notions Related to Artificial Intelligence

Before evaluating artificial intelligence and terms from the relevant lin-
guistic perspective, we should discuss and clarify some issues related to the 
concept of artificial intelligence. From my perspective, these discussions are 
pivotal for a better understanding of these issues. If I separate the word arti-
ficial intelligence and examine its definitions with its singular meanings, I 
will start with what the notion ‘artificial’ is. First, when examining the defi-
nition of ‘artificial’ in dictionaries, the Cambridge Dictionary described it as 




